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Abstract: Proteins, as the largest macromolecules in the body, are among the most important components of the body and play very vital and important roles. 
These substances are made up of a series of amino acid chains that, depending on the type of protein, the number of these amino acids can reach several thousand. 
Proteins function differently depending on the type and location of their presence, including enzymatic activity to catalyze the process, identify microbes and cancer 
cells, transport substances such as respiratory gases, and signalize. In the biochemical experiment, the problem of optimizing the detection of protein molecular 
defects, because of the randomness of the information, parameters, selection and setting, limits the detection accuracy of protein molecular defects. Based on the 
characteristics of fast learning speed and a robust network of neural network algorithm, a protein molecular defect detection method based on a neural network 
algorithm was proposed. Firstly, the protein secondary structure was predicted by the method of protein secondary structure prediction based on the generalized 
regression neural network to obtain the protein structural features; secondly, the protein defective molecular sequence classification model based on the neural 
network was used to classify the protein defective molecular sequence to achieve the protein molecular defect detection. The results showed that the detection 
accuracy of the proposed method was very high, which meets the needs of protein molecular defect detection, and has some application advantages compared with 
similar detection methods.
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Introduction

Protein is an important component of all cells and 
tissues in the human body. All important parts of the 
body need to be involved in protein (1-4). Their struc-
ture, function, expression, value, shape, and presence 
are important (5-10). Generally speaking, protein ac-
counts for about 18% of the total mass of the human 
body (11-12). The most important thing is that it is rela-
ted to life phenomena. Protein is the material basis of 
life, is an organic macromolecule, is the basic organic 
substance of the cell, and is the main undertaker of life 
activities (13-14). There is no life without protein. Ami-
no acids are the basic components of proteins (15-16). It 
is closely related to life and various forms of life activi-
ties. Protein is involved in every cell and all important 
components of the body (17). Protein accounts for 16%-
20% of human body weight, that is, a 60 kg adult has 
about 9.6 to 12 kg protein in its body. There are many 
kinds of proteins in the human body, with different pro-
perties and functions, but they are all composed of more 
than 20 amino acids in different proportions, and they 
are constantly metabolized and renewed in the body. 
With the advent of the post-genomic era, life science 
has entered a new stage of vigorous development. The 
research on protein and its structure, function, activity, 
proteomics and so on have developed rapidly. As one of 
the main characteristic parameters of protein, molecular 
weight is an important prerequisite to determine a new 

protein and carry out the follow-up research activities 
of the protein. Therefore, it is very urgent to study the 
molecular weight test method of protein and accurately 
and effectively measure the molecular weight of protein 
(18).

It can be seen from the relevant literature that foreign 
Bock and Gough have carried out in-depth exploration 
experiments on proteins, which have verified that they 
can predict whether a pair of protein sequences have 
interaction only through amino acid sequence informa-
tion of proteins without any biological information of 
protein sequences; Shen et al. Proposed a triplet coding 
algorithm to represent protein sequences, and trained 
them with SVM And prediction, with an accuracy of 
83.9%; Guo et al. proposed to extract sequence features 
of proteins by self-covariance coding, and the classifi-
cation algorithm was predicted by SVM based on radial 
basis kernel function, with an accuracy of 88.09%; the 
most important of these methods is to extract sequence 
features and efficient classification algorithm. Howe-
ver, the research on the detection of protein molecular 
defects has yet to be developed.

There are many methods to test the molecular weight 
of proteins. The most widely used and mature gel elec-
trophoresis methods, gel chromatography, salting-out 
precipitation and laser light scattering, especially in 
recent years, are increasingly mature and rapidly deve-
loping biomass spectrometry technologies, including 
electrospray ionization mass spectrometry and matrix-
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assisted laser desorption ionization mass spectrometry. 
The research of artificial neural networks originated in 
the 1940s. It was first proposed by neurobiologist Me-
culloch and mathematician Pitts, who jointly opened 
a road for researchers to study neural networks. Since 
then, the development of neural networks has gone 
through the initial stage, the depression stage to the 
prosperity stage in recent years. In recent years, with the 
rapid development of neural network technology, it has 
been widely used in the text, image, voice, recognition 
and other fields (19); In signal processing, welding, fault 
diagnosis and other industrial control systems, it has 
achieved great success and development; in agriculture, 
mining, geography, transportation, meteorology, power 
system and other practical fields, it has made significant 
improvement, and now it has become an important field 
of artificial intelligence research. After more than half 
a century of in-depth research, the neural network has 
become an increasingly mature and widely used sub-
ject. Therefore, this paper proposes a method of protein 
molecular defect detection based on a neural network 
algorithm to achieve high-precision protein molecular 
defect detection.

Prediction method of protein secondary structure 
based on generalized regression neural network

Protein structure prediction is an important task in 
the post-genomic era, and protein secondary structure 
prediction is the key step of protein feature extraction. 
At present, the speed of the protein secondary structure 
experiment is far behind that of the primary structure 
(amino acid sequence). Therefore, it is necessary to 
predict the secondary structure of protein theoretically 
based on the information provided by the primary struc-
ture of the protein. The prediction of protein secondary 
structure is to find out whether the corresponding struc-
ture of each amino acid in the protein sequence com-
posed of 20 amino acids is spiral, β-folding or other 
types. The protein sequence determines its structure and 
structure determines its function. The prediction of pro-
tein secondary structure from amino acid sequence is 
of great practical significance in understanding the rela-
tionship between protein structure and function, as well 
as in molecular detection, biopharmaceutical and other 
fields (20).

GRNN system structure
GRNN is a kind of neural network proposed by Do-

nald f. Specht in 1991. GRNN is a nonlinear regression 
radial basis function neural network based on nonpara-
metric estimation. The network has good generalization 
performance and strong nonlinear mapping ability. The 
network training process is actually the process of deter-
mining the smooth parameters. When the sample data is 
scarce, the effect is also good, and finally converges to 
the optimal regression surface with more sample size 
(21).

GRNN structure is shown in Figure 1.
GRNN structure is divided into three layers: input 

layer, hidden layer (radial base layer) and output layer. 
The first layer of the network is the input layer, which is 
a column vector ( )1 2, ,..., RP p p p=  of 1R×  dimension; the 
input vector is transferred to the hidden layer, which has 

1Q  neurons (22-23). 1,1LW is the weight matrix of hidden-

layer neurons, and the transfer function is the Gaussian 
function radbas, whose expression is as follows:

           {1}
Among them, 2

iσ  determines the properties of the ba-
sic function in the position of the i-th hidden layer. The 
larger 2

iσ  is, the smoother the basis function is. It is also 
called the spreading factor. x and c represent the number 
of radial basis neurons, the number of linear neurons and 
the number of input vectors.

The input 1 1
1,1n LW p b= −  of the hidden layer node and 

the output ( )1 1
1,1i i ia radbas LW p b= −  of the hidden layer 

node i, where 1ai  is the i-th element of the hidden layer 
output vector 1a , 1

ib  is the i-th element of the hidden layer 
threshold vector 1b , and 1,1i LW  is the i-th line of the weight 
vector 1,1LW  of the i-th hidden layer neuron.

The third layer of the GRNN network is the specific 
linear output layer (24). Firstly, the output of the hidden 
layer and the weight matrix 2,1LW  of the layer are norma-
lized dot product, then they are used as weight input and 
then sent to the transfer function, which is a linear func-
tion (25). The output of the network can be expressed as 
follows:

        {2}
In GRNN training, the number of radial basis neu-

rons and linear neurons is the same as the number of 
input vectors. The training of GRNN is divided into two 
steps: the first step is learning without teachers, deter-
mining the weight 1,1LW  between the input layer and the 
hidden layer, and the generated threshold is determined 
by the parameter spread, 1 0.8326 /b spread= ; the second 
step is learning for teachers, training and generating the 
weight matrix 2,1LW  between the hidden layer and the 
output layer according to the provided target vector set.

Materials and Methods

Data set selection
In this research, 226 datasets were used, excluding 

the protein chains with an identity greater than 35%. 
Finally, 77 single chains of 46 protein complexes were 
selected as the data set of protein secondary structure 
prediction, 56 of which were randomly selected as the 

( ) ( )2 2exp / 2i iR x x c σ= − −

( )( )2 1 1
2,1lin /y a pure LW a sum a= = ×

Figure 1. The GRNN model structure.
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trained GRNN was used to predict the test data. The out-
put layer vector encoded the secondary structure of the 
protein and represented H (α helix), E ( β  folding) and C 
(random curl) structure with [100], [010] and [001], res-
pectively (30). The output of the network was optimized 
by the principle of “the winner is the king”. Assuming 
that the output of three neurons in the output layer was 
(0.30.60.1), the current amino acid structure was deter-
mined as E-helix (010) according to the principle of “the 
winner is the king”. By constantly moving the sliding 
window to the next amino acid position, we can predict 
the secondary structure of all amino acids one by one, so 
as to obtain all the characteristics of the protein under the 
secondary structure (31).

Classification model of protein defect molecular 
sequence-based on neural network

According to the requirements of protein defect 
molecular sequence data detection, this study desig-
ned a protein defect molecular sequence classification 
model based on the neural network. The neural network 
is a new theory and technology which has been widely 
used in artificial intelligence automatic control in recent 
decades. With continuous research and development in 
recent decades, the relevant theory and technology of 
neural networks have made a breakthrough. The clas-
sification technology based on neural network refers to 
the establishment of the neural network model, which is 
used to simulate the thinking mode of human thinking, 
and strive to use a neural network model composed of 
linear relations to simulate various nonlinear problems 
in the real world. Because there is no clear feature in-
formation of protein data to guide the classification of 
protein sequences, all kinds of feature-based protein 
sequence classification algorithms currently used are 
incomplete feature classification methods, that is, there 
is no strict current relationship between the determined 
features of protein data and the results of protein data 
classification. At present, all kinds of classification al-
gorithms are based on a high probability classification 
strategy, that is, a protein sequence has a high probabili-
ty of falling into a certain category of protein classifica-
tion, so it is considered that the sequence belongs to this 
category of protein data, and it can be seen that all kinds 
of protein sequence classification problems studied and 
implemented at present are nonlinear problems. There-
fore, the neural network can be used to classify protein 
defective molecular sequences, which can achieve a 
better classification effect in theory (32). Furthermore, 
support vector machine and others classification tech-
niques are also verified for different purposes (33-35). 

In the process of design and implementation, the 
model of protein defect molecular sequence classifica-
tion based on neural network is mainly completed in 
three stages: first, a model of protein defect molecular 
sequence classification based on the neural network 
should be preliminarily estimated and established ac-
cording to the characteristics of protein sequence, data 
scale and current classification situation. In general, the 
model adopts a classical neural network structure. By 
setting one or more hidden layers in the neural network, 
the linear function relation was used to approximate the 
nonlinear function problem. In the first design stage, a 
large number of representative data will be selected for 

training datasets (Table 1), and the remaining 21 as the 
test datasets (26).

Construction of GRNN predictor
In this study, the input vector of the sliding window 

was constructed based on 5-bit encoding and profile 
encoding mode rich in biological evolution informa-
tion, and different spread was set up to create multiple 
GRNN predictors to predict the secondary structure 
of the protein. All the networks used in the simula-
tion were constructed with MATLAB neural network 
toolbox, and GRNN was created with newgrnn (P, T, 
spread) function, in which P is the input data (vector) 
and T is the target data (known protein secondary struc-
ture vector) (27). During GRNN training, the selection 
of smoothing parameters has a great impact on the pre-
diction performance of the network, so the spread set-
ting was the key. Experiments showed that the larger the 
spread, the stronger the network generalization ability. 
In this study, we set up a different spread to judge its im-
pact on the prediction results. The experimental results 
showed that the larger the sliding window, the larger the 
corresponding spread value, because the larger the win-
dow, the larger the input of coverage and response input 
range (28-29).

The input layer of the simulation network encoded 
the amino acid sequence of the primary structure of the 
protein. The input layer was optimized and improved by 
constructing sliding windows of 9, 13 and 17 sizes respec-
tively. The number of neurons in the input layer is 9 5× , 
13 5×  and 17 5×  respectively. The number of neurons in 
the input layer was 9 20× , 13 20×  and 17 20×  respectively. 
The number of neurons in the hidden layer was equal to 
the number of vectors in the input layer. The training data 
set was used to build the GRNN predictor, and then the 

Training data set Training data set Test data set
1ABY-A 1AOK-A 1RRL-M
1AGR-E 1AXI-B 1TCR-A
1ATN-A 1BRL-B 1TRN-B
1BFV-L 1EFV-A 1RLB-A
1EBV-L 1GUA-A 1TCR-B
1EBD-A 1LGB-A 1YUH-L
1FRV-A 1PHN-A 1RLB-E
1IBC-B 1AGR-A 1TMC-B
1MHL-C 1AQD-B 2BTF-P
1ABY-B 1BFV-H 1SCU-A
1AIS-A 1CAU-B 1TTR-B
1ATN-D 1FIN-B 2PCC-B
1BPL-A 1IBC-A 1SCU-B
1EBD-C 1MHL-A 1VOL-A
1FRV-B 1RBL-A 2REQ-A
1IGT-B - 1SEB-D
1MIO-A - 1YRN-A
1ADO-B - 2REQ-B

Table 1. Training data set.

Training concentration: H structure accounted for 40.81%; e 
structure for 21.49%; C structure for 37.70%.
Test focus: H structure accounts for 40.64%; e structure accounts for 
20.58%; C structure accounts for 38.78%.
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classification training, and the parameters of the neural 
network established will be calculated according to the 
training results, and the neural network classification 
model which can be used for training data classifica-
tion relationship is consistent. In the second stage, the 
new protein molecular data are tested by the established 
data network classification model, and the rationality 
of data network design will be analyzed according to 
the classification results of these protein defect molecu-
lar sequences in the test process. If there is a big diffe-
rence between the classification results of the designed 
neural network and the actual protein defect molecular 
sequence classification results, it is necessary to analyze 
the relevant parameters of the neural network, find the 
causes of errors and adjust the relevant parameters of 
the neural network and the threshold value of classifica-
tion, so that the established neural network classification 
algorithm can be applied to the actual protein sequence 
classification. The third stage will be the application 
stage of the neural network classification algorithm. By 
classifying and testing the established neural network 
model and various protein sequence data generated in 
the actual sequencing process, the accuracy and accu-
racy of the defect molecule classification results obtai-
ned by the classification model are calculated (36). In 
addition, there are lots of classifications techniques us-
ing data mining, machine learning for various diseases 
detection (37, 38).    

The structure of the neural network-based pro-
tein defect molecular sequence classification model is 
shown in Figure 2.

As can be seen in Figure 2, the neural network es-
tablished in this paper was divided into three layers. 
The first layer was the input layer, which is mainly res-
ponsible for receiving the characteristic parameters of 
each protein sequence to be classified, and the second 
layer is the hidden layer. The hidden layer is an impor-
tant layer used to describe and describe the linear re-
lationship of neural networks. By setting the relevant 
condition parameters, a high-precision linear change 
function relationship from the input layer to the hidden 
layer can be realized (39). This kind of high precision li-
near variation function relation can realize the accurate 
simulation of nonlinear problems. The outermost layer 
is the output layer. The output layer will sum the results 
calculated by the hidden layer and make the final deci-
sion. The internal linear relation T of the neural network 
designed in this paper is shown in Formula 3, which 
describes the functional relationship between the input 
layer and the hidden layer. The functional relationship 
between the output layer and the hidden layer is des-
cribed by Formula 4. Formula 4 indicates the influence 
of the output results of each hidden layer on the final 
neural network judgment results (40).

       {3}
        

           

{4}

Among them, ix  represents the value of each input 
protein molecular characteristic parameter; jic  repre-
sents the influence coefficient of each protein molecu-
lar characteristic parameter on the intermediate value 
of the neural network in this layer; jQ  represents the 
adjustment threshold of a neural network from the inter-
mediate layer to the output layer, and i and j represent 
constants.

Results

Protein structure prediction results
The simulation selected the target amino acids and 8, 

12 and 16 amino acids adjacent to them in the sequence 
to form a sliding window input vector with the size of 
9, 13 and 17. The sliding window was set to be HQ , 

EQ , CQ  and 3Q  in turn, and a 5-bit coding and profile 
coding optimization GRNN was constructed to predict 
the secondary structure of the protein. The prediction 
results of this method are shown in Table 2.

When GRNN was constructed with 5-bit encoding, 
different spread values were used for different sliding 
windows. After repeated tests and experiments, chan-
ging the window size cannot continue to improve the 
prediction performance of the network. In order to 
further increase the generalization performance of 
the network and improve the prediction accuracy, the 
GRNN predictor was further improved by using the 
Profile coding rich in biological evolution information 
and setting multiple spreads.

When GRNN was optimized based on profile coding, 
three spread values were used for different sliding win-
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Figure 2. Structure of protein sequence classification model based 
on the neural network.

Sliding window Win9 Win13 Win17

HQ 0.6757 0.6965 0.6009

EQ 0.3026 0.3474 0.3158

CQ 0.5733 0.5935 0.5256

3Q 0.5593 0.5847 0.5131

Table 2. Prediction results of GRNN based on 5-bit coding.
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dows, and the prediction results are shown in Table 3.
According to Table 3, the maximum HQ , the maxi-

mum 3Q , the HaveQ  and the aveQ were 96.24%, 98.96%, 
95.58%, and 99.53%, respectively.

The above results proved the effectiveness of this 
method and the feasibility of simulation.

Defect detection results
By using the neural network model trained in this 

research, 1000 groups of protein sequences in the actual 
application process were classified and tested, and the 
test results are shown in Table 4.

According to the data in Table 4, the method in this 
paper had a good detection effect, and the overall detec-
tion accuracy had reached more than 98%. Moreover, 
the model of protein defect molecular sequence classifi-
cation based on a neural network designed in this paper 
was essentially a way of simulating human classification 
and thinking, and the whole model had good learning and 
expansibility. Therefore, in the actual test process, if more 
representative protein sequences can be selected for mo-
del training, the neural network classification model will 
have higher detection accuracy.

In order to further analyze the detection accuracy of 
this method, two protein secondary structures, α -helix 
and β -folding, were set up. By using this method, protein 
content detection method based on the near-infrared spec-
trum, protease and protein kinase detection method based 
on fluorescent protein, the defective protein molecules in 

the two protein structures were detected. The mean square 
error of the three methods was tested (Figures 3 and 4).

It can be seen from the analysis of Figures 3 and 4 
that the mean square error of the detection of defective 
protein molecules by the three methods is quite different 
between the two protein secondary structures. The de-
tection accuracy of this method is always lower than 
that of protein content detection method based on near-
infrared spectrum, protease and protein kinase detection 

Figure 3. Test results of three methods in the secondary structure 
of α  -helix protein.

Sliding 
window

Win9 Win13 Win17 Sliding window Win9 Win13 Win17 Sliding window Win9
5 6 7 5 6 7 5

HQ 0.9358 0.9529 0.9529 HQ 0.9358 0.9529 0.9529 HQ 0.9358

HaveQ 0.9472 HaveQ 0.9472 HaveQ 0.9472

HQ 0.5192 0.5326 0.5326 HQ 0.5192 0.5326 0.5326 HQ 0.5192

EaveQ 0.5281 EaveQ 0.5281 aveQ 0.5281

CQ 0.7256 0.7315 0.7315 CQ 0.7256 0.7315 0.7315 CQ 0.7256

CaveQ 0.7295 CaveQ 0.7295 CaveQ 0.7295

3Q 0.9873 0.9993 0.9993 3Q 0.9873 0.9993 0.9993 3Q 0.9873

3aveQ 0.9953 3aveQ 0.9953 3aveQ 0.9953

Table 3. GRNN prediction results based on profile coding.

Table 4. Test results of this method.

Types of protein sequences Number of protein sequences to be 
tested

Number of correct detection 
sequences Check the accuracy

Fer4 124 122 0.9839
Atp-synt-ab 149 148 0.9933
Gluts 88 88 1
Lipoclin 56 55 0.9821
Response-reg 95 94 0.9895
Hormone-rec 147 146 0.9932
Adh-short 50 50 1
Adh-zinc 134 132 0.9851
HLH 75 74 0.9867
Cytochrome-c 92 91 0.9891
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method based on fluorescent protein, and the maximum 
error is no more than 0.0015. It showed that this method 
can detect protein molecular defects with high precision.

Discussion

In this study, the protein structure was analyzed as 
follows:

Primary structure
Protein is an organic macromolecule with an amino 

acid as its basic unit. At present, there are more than 
300 kinds of natural amino acids known, but there are 
only 20 kinds of amino acids that make up the protein 
of the organism. At present, researchers pay more atten-
tion to the research of amino acids in the organism. The 
structures of these amino acids are all α - amino acids. 
A carboxyl group and an amino group, a hydrogen atom 
and an R group are connected to the α - carbon of each 
amino acid. The difference in the structure of 20 amino 
acids is that they contain different R groups.

The chemical bond formed in the dehydration 
condensation process of amino acids is named peptide 
bond. The process is completed by the amino group 
of one amino acid and the carboxyl group of another 
amino acid. The compound formed by the dehydration 
condensation of the peptide bond is called a peptide. 
The dehydrated condensation of two molecules of ami-
no acids is called dipeptides. The dehydrated conden-
sation of more amino acids is called polypeptides. The 
part without dehydration is called residues. Each protein 
molecule is composed of a peptide chain or multiple 
peptide chains, and each peptide chain usually contains 
dozens to hundreds of amino acids. The types of amino 
acids may vary greatly, and the number of amino acids 
is even more different. The different spatial structures 
of peptide chains formed by amino acid dehydration 
and condensation make the spatial structures of proteins 
complex and diverse. The primary structure of proteins 
refers to the arrangement order of amino acid residues 
that make up the polypeptide chains of proteins. It is the 
simplest and basic structure of proteins, which deter-
mines the structure of protein secondary structure, ter-
tiary structure and advanced structure.

Secondary structure
The secondary structure of protein needs to rely on 

hydrogen bonds, which is a kind of local spatial struc-
ture model of atoms in the main chain. The main skeleton 
formed by it is a kind of spatial conformation formed in 
the auxiliary process of the hydrogen bond, but it does 
not include the interrelation of other segments (including 
the side chain conformation). Among them, α -helix and 
β -folding are two common secondary structures of the 
protein. In this study, we use these two structures as back-
ground to verify the detection accuracy of this method.

α-helix: α-helix is mainly right-handed helix. The spe-
cific parameters of - helix are given below: its pitch is 0.54 
nm, each circle contains 3.6 amino acid residues, each 
amino acid residue accounts for 0.15 nm, and it rotates 
100 degrees around the axis. α -helix is characterized by 
small steric hindrance, stable conception and easy forma-
tion during peptide folding.

β-folding: the formation of β-folding requires the 
orderly connection of two or more peptide chains with 
the help of hydrogen bond, and almost all of these pep-
tide chains are extended. We can test the zigzag folding 
concept. In addition, in β-folding, Cα is always at the fol-
ding angle, and the R group of amino acids is at a special 
position. At the folding angle, the axial distance between 
each two amino acids has been measured to be 0.35 nm.

Three-level structure
The tertiary structure of the protein is formed by 

the interaction of hydrogen bond, van der Waals force, 
hydrophobic force, ionic bond and covalent disulfide 
bond. These chemical bonds provide necessary main-
tenance for the tertiary structure of the protein. Its spa-
tial conformation is based on the secondary structure of 
the protein, and the more complex secondary structure 
forms a complex and diverse tertiary structure. The ter-
tiary structure of the protein is complex and irregular, 
but the current research suggests that there are only hun-
dreds to thousands of protein folding types.

In addition to the subject matter, neural networks 
have been widely used in many other subjects (41-44).

In this paper, a method of protein molecular defect 
detection based on a neural network algorithm was pro-
posed. In the aspect of protein feature extraction, the 
prediction method of protein secondary structure based 
on GRNN was adopted. This method can construct 
multiple GRNN predictors based on 5-bit coding and 
different sliding windows, which can predict protein 
secondary structure with fast prediction efficiency. In 
the aspect of protein molecular defect detection, it is 
based on extracted secondary structure characteristics. 
In order to achieve high-precision detection of protein 
molecular defects, a model of protein defect molecu-
lar sequence classification based on the neural network 
was designed. After a large number of protein data trai-
ning on neural network, the detection accuracy of this 
method is higher than 98%, especially for some new 
protein molecular defects detection effect is better.
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